Part I: Enhancing Text wi
Graph Structure




Graph Structures of Language

ad Natural language can be viewed as a sequence of words

d Inthe language modeling task, we care about the conditional probability of the next
token

Q Natural language also exhibits structure (relations and hierarchy)

The relationship between two words in a sentence are not always proportional to
their distance

d The attention mechanism creates a fully connected weighted graph between tokens

d Beyond words, there’s also hierarchical relations between higher-level semantic
concepts (events, beliefs etc.)



Types of Graphs Structures in Text

ARG2 time manner

cut the lemons in half Semantic Parse Graphs
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squeeze the lemon to get most of the juice out

lm

transfer the lemon juice into a large pitcher

}lﬁ

add some sugar based on your preference
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stir the lemonade with a large spoon add ice cubes into the mixture
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Outline

d Syntactic and Semantic Parse Graphs @
O Types of Parse Graphs
0 Parse Graph Applications

A Information Extraction Graphs

Q Procedure and Schema Graphs

ad Belief and Reasoning Graphs



Dependency Parse Graph

d Dependency graphs
O Each sentence is transformed into a tree structure
- Nodes are words in the sentence, edges are dependency tags
d  Available in commonly used NLP packages such as Spacy and Stanza

v v ‘ v ‘ v

Washing your hands prevent the spread disease.

NOUN NOUN NOUN

[1] https://spacy.io
[2] https://stanfordnlp.github.io/stanza/



https://spacy.io/
https://stanfordnlp.github.io/stanza/

AMR Graph
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Abstract Meaning Representation (AMR)
Each sentence is represented as a tree
Nodes are concepts (might be linked to Wikipedia), edges are semantic role labels

Intra-sentence co-reference is resolved (“employees” and “their” map to the same
node)

ARG(

ARGO ;
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| person ]e—

{ ARG1-of | name E
l employ-01 l name \
: op! i
Employees Employees Employees liked liked liked their '\—13-9;}2_)11 , Boston Boston Boston trip trip
1 2 5 10 11 13 16
person  employ-01  SHIFT like-01 ROOT SHIFT SHIFT  city name COPY SHIFT trip-03 SHIFT
RA(1,ARG1-0f) LA(1,ARGO) RA(10,name) RA(11,0p1) LA(10,ARG1)

RA(5,ARG])
StructBART: Structure-aware fine-tuning of BART for transition-based AMR parsing  LA(1,ARGO)



Document-Level AMR Graphs

J Extend AMR graphs by:

I Cross-sentence Coreference:

merge entities that are

coreferential across sentences
J Sentences Nodes: add edges

between the sentence node

and the concepts that appear

in the sentence

] Narrative order: Add edges
between adjacent sentence

nodes

1 Beyond a single document:

use source nodes to
represent documents

Plot: Mac sees a humanoid-like distortion that flashes green eyes.
Mac opens fire with Blaine’s mini-gun, firing thousands of rounds into the
jungle.

The rest of the team rushes to the spot and also opens fire.

| Plot } : . ___....---- Blaine
) ~ 82 __-_-'“ﬁ\:——jun:‘e { poss
| e T TioC - ay - - - - SR
NN L, A2 Mini-gun
? ' fire—0‘1"-’f’f_’ﬁp'
Sy A
| A0 " rounds
Mac ‘quant
\ P ‘\AO thousands
S1 .j_ e --- see-01
S A
T distort-01 <22 fash-o1
A o AT A

humanoid figure <«—— resemble-01 green eyes



Grounding Dialog $ystems in Knowledge

8 aQ Without knowledge, dialog
Dojyou/lkeireacing? ) responses can be non-
informative or suffer from

Yes, reading is fun. hallucination

ad We need to inject the most
relevant knowledge to the
Vot iniomneaiive Ll dialog context -> the knowledge

selection task

What you think about the Dune series?

Dune is a science fiction novel.

Yes, it was also one of the first
works to be published with a cover

Hallucination
designed by George Lucas.



AMR Graphs for Knowledge $election

d We formulate the knowledge selection problem as node selection on the document semantic graph

0 Enables knowledge selection on both the sentence-level and the concept-level by selecting different
types of nodes

d Contextualize document semantic graph with the dialog

O For each dialog turn, we encode the dialog context along with each candidate sentence with BERT
and then add the context node (purple) to the document semantic graph.

Dialog Context Dialog-aware Graph
Blaine
jungle T I

' ? .- /, Mini-gun
[User]: What do you think about | LM Encoder oo Tire-01 -
the movie? T
[Agent]: It was an action movie \ Cogt2ext- — 82 Il T - ~
with a lot of shooting and Folo) R o L0000 ) v L
explosions. — - OO0 ) " thousands

[User]: Yeah like when Mac
opens fire with Blaine’s mini-
gun, firing thousands of rounds

into the jungle. Context-
S1

Welele

<«— flash-01

4

resemble-01 green eyes

"] _di_stort-(ﬁ
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AMR Graphs for Knowledge $election

d

}_ =

| Knowledge Source

\

Selected relevant knowledge can be
plugged into a generative LM for
response generation

Document Semantic Graph Construction

Dialog Context

| liked Rango as well! | mean, he did try to
keep the town from the water shortage.

five more days.

Semantic Graph

A
Knowledge Selection

\/

Selected Knowledge

;

Response Generation

\

Django ( )&—— )

Rango Louise

|
—

r shortage ( —»( ) 5days

'1. The reserves in the vault only has enough water for |

\2- The name was a play on the classic Western Django. )

Yeah, there was only water enough for five days. | also liked
how his name is a play on Django.

Dataset Method MAP Acc
HollE Ranking 0.493 0.343
Graph paths | 0.497 0.350
DocGraph |0.513 0.377
WoW Ranking 0.436 0.263
unseen split
Graph paths | 0.436 0.264

DocGraph

0.486

0.308
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AMR Graphs for Factuality Evaluation

ad Evaluate the fine-grained factuality of summaries
d  Main idea: convert the document and the summary to AMR graphs and compare the
graphs
ad The red node “consider” is missing from the summary, indicating an error

(c) ) (d)
:ARGO ARG
: ARG0 SEOnSIdes

(a) [..] Mr Mueller was given the role of special
counsel by the justice department to lead its
investigation into alleged Russian interference in
last year's US election [..] The NYT has reported
that Mr Trump has considered firing Mr Mueller [..].

(b) US President Donald Trump has said he will fire
special counsel Robert Mueller, who is investigating
alleged Russian interference in the US election.

:AR

investiga

t
:ARG1

(a) The original document

(b) The generated summary

(c) The AMR graph for the document
(d) The AMR graph for the summary



AMR Graphs for Factuality Evaluation

ad Using AMR graphs to help evaluate the fine-grained factuality of summaries

d  Summary and document graphs are encoded by the graph encoder with structure-
aware adapters

Both the text-based representation and the graph-based representation are fed into
the MLP to predict the factuality score

0O & P +«——— @ = MultiHeadAtt(E, [@D, @D, ... ,@Dd))

Factuality Graph
score @9 Pooling ? ? aP

Pretrained

Model :

? Extract / \ cn
[mﬂmmm'szocument] graphs Sléf?;“ﬁry
p
¥ Document

— = Text Adapter = = Structural Adapter Graphs

Et

HII--H*Q*

16



18

AMR Graphs for Factuality Evaluation

Model All data CNN/DM XSum
BACC F1 BACC F1 BACC F1
QAGS (Wang et al., 2020) 79.8 79.7 64.2 76.2 59.3 85.2
QUALS (Nan et al., 2021) 78.3 78.5 60.8 76.2 57.5 82.2
FACTCC (Kryscinski et al., 2020) 76.0 76.3 69.0 77.8 55.9 73.9
FACTCC+ 83.9 04 84.2 0.4 68.0 (1.0) 83.7 (0.5) 58322 84.9 1.0
FACTGRAPH 86.3 (1.3) 86.7 (1.1) 73.023) 86.8 (0.8 68.6 23) 86.6 (2.0
FACTGRAPH (pretrained structural adapters) 86.4 (0.6) 86.8 (0.5 74.1 1.00 87.4(0.3) 704 (19 85914
FACTGRAPH (pretrained structural and text adapters)  87.6 (0.7) 87.8 (0.7) 76.0 2.8) 87.5(0.4) 699 23) 88.4 (1.2

evaluation

FactCC+ was pretrained on synthetic data

FactGraph > FactCC+: semantic graph representations are beneficial for factuality

Further pretraining the structural adapters and text adapters boosts performance
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Outline

d Syntactic and Semantic Parse Graphs
QO Information Extraction Graphs @
0 Relation Extraction
O  Event Extraction
d  Coreference Resolution
Q Procedure and Schema Graphs

ad Belief and Reasoning Graphs
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Relation Extraction

d Given a head entity, tail entity and the context containing both entities, classify the
relation between them (could be NULL)

Task Setting:

Sentence: /t’s a meeting of L.C.K., a civil rights organization founded by Shawn.
Head Entity: ..C.K.

Tail Entity: Shawn

Relation between Head & Tail Entities: org:founded by
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Micro Fy

RePal.: Definition Based Relation Extraction

o Definitions are often more available than few-shot examples

o Asingle definition is worth many examples

o Define-and-then-generate extends the patterns conveyed by few-shot instances

96

94

92 +

90

88

86

84 4

82

—8— Trained w Few-Shot Ex
§ Def Deduce+Ex Gen

Gold Definition

Gold Few-Shot Instances For Derivation

Derived Definition

<ENT1>  was/is
the occupation of
<ENTO> (a person)

1. <ENTO>Pierre Maudru</ENTO> ( 1892\u20131992 ) was a French <ENT 1>screenwriter</ENT1> . Goble p.189 He
also directed three films .

2. WWF Hall of Famer Bob Backlund and Extreme Championship Wrestling <ENT 1>manager</ENT1> <ENT0>Bill
Alfonso</ENTO> also made surprise appearances during the event .

3. In May 2010 , Paratici moved from Sampdoria to Juventus , along with Director General Giuseppe Marotta and
<ENTI1>Manager</ENT1> <ENTO>Luigi Delneri</ENTO> .

4. <ENTO>Else Reval</ENTO> ( 14 June 1893 \u2013 25 January 1978 ) was a German <ENT1>film actress</ENT 1>
. Giesen p.210

<ENTI1> is the
profession in which
<ENTO> (a per-
son) works or has
worked.

12

T T
16 20 24 28 32
Few-Shot K

<ENTO> (a person
or  organization)
was/is a participant
of <ENTI> (an
event)

1. He only saw limited action in <ENT1>Euro 2000</ENT1> as cover for left - back <ENTO>Arthur Numan</ENTO> |

2. <ENTO>Francesco Cameli</ENTO> was a sailor from Italy . who represented his country at the <ENT1>1928
Summer Olympics</ENT1> in Amsterdam , Netherlands .

3. <ENTO>Giannin Andreossi</ENTO> ( born July 2, 1902, date of death unknown ) was a Swiss ice hockey player
who competed in the <ENT1>1928 Winter Olympics</ENT1> .

4. <ENTO>Ren\u00e9 Sch\u00f6fisch</ENTO> ( born February 3 , 1962 ) is a German speed skater who competed for
East Germany in the <ENT1>1984 Winter Olympics</ENT1>.

<ENTI1> is the
major international
sports competition
in which <ENTO>
(an athlete) has
competed.
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Methodology: Definition-based seed construction

O Query LLM for initial positive examples given the definition

0 Obtain negative examples by random sampling over an unlabeled corpora

0 Hypothesis: in a large-scale unlabeled corpus, the proportion of target relation

instances is relatively small

0. Task Input:

Definition of target relation r: <ENTO> (a
person or organization) was/is a participant
of <ENT1> (an event)

1. Definition-Based Seed Construction g%y Unlabeled Corpus
. 3 ‘
A Relation r is defined by <Definition>. Generate 10 5 Q1 Negative
instances following r with diverse patterns. O Sampling
22 — I >
S ) >)
Team Harvard[< : - > Her next film was Puri
presentation s Usain Bolt finally Jagannadh 's romantic
Global Studen{ competed in the 2008 =] = comedy " Iddarammayilatho
Beijing Olympics I@I " opposite Allu Arjun .

e —
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Methodology: Training RE-specialized SLM

O Leverage small language models(SLMs) as task-specialized extractors for better
performance with low cost

2 We formulate RE as an NLI task for fine-tuning

0. Task Input: @Definition| 1. Definition-Based Seed Construction e ®%  Unlabeled Corpus
e aea—— | Definition of target relation r : <ENTO> (a ‘4> A Relation r is defined by <Definition>. Generate 10 ) 05 Negative
J person or organization) was/is a participant instances following r with diverse patterns. LK Sampling
. j of <ENT1> (an event’ .
Hypothesis; : = d(Ep = e}, By = €7) I (ofSENTE>(cn event) N - 5
= S =) . >
Given a SLM model M, we obtain the encoded Team Harvard = Usain Bolt finally > ?ﬁég::;;\mv:;’;z:;'c
1 1 f( tat
sequence hidden states H by: 2. Pattern Liammq w/ SLM g,i;zml sOrLE;; competed in the 2008 SRS comedy " Iddarammayilatho
Beijing Olympics - " opposite Allu Arjun .
. . SLM-Based 2~ PP )
H = M(Premise; [SEP][SEP] Hypothesis; =="=Oett o ||
( J L 1 ] yp ]) RE Model — 3 - k. . . —
and the NLI logits z = [2g, 2N, zc] € R? is com- %
puted as: ®Trained Model
Inference
z = W - H[CLS] + b
) o . o il B Unlabeled
Finally, P;, the probability of instance (s, e}, e]) Corpus (& : Prob.
following relation r(Ejp, E1), is computed as the - °s ngfsgigd i [
normalized logit of ENTAILMENT label: i ‘1‘) Olympics in | =
Seoul.
P — e*E Pepi Schwaige
% o ete’ competedin | " —
ce{C,N,E} a Olympics. -r D

where C, N, E' denote logits z’s indices for NLI
label CONTRADICTION, NEUTRAL, ENTAILMENT re-
spectively.



Methodology: Feedback-driven improvement

o Inference on the unlabeled corpora with trained SLM

0 Query LLM to generate feedback
o Sample positive and negative instances within certain confidence intervals

o Ask the LLM to generate instances with different patterns to mitigate bias

0. Task Input: @Definition| 1-Definition-Based Seed Construction g™ "% Unlabeled Corpus
. e e - B W i -
Definition of target relation r: <ENTO> (a > A Relation r is defined by <Definition>. Generate 10 SRV Negative
person or organization) was/is a participant instances following r with diverse patterns. O Sampling
of <ENT1> (an event) —
—_—_— =) =
=1 D Q D
Team Harvard[© > Her next film was Puri
. 5 ; Usain Bolt finally Jagannadh 's romantic
presemonon S . 9 g
2. Pattern L:arnlnq w/ SLM Global Studen{  competed in the 2008 50 cotredy  Tddarrimayioo
SLM-Based & Training w/ Pos & Neg Instances ‘ Beijing Olympics |@| " opposite Allu Arjun .

&
RE Model}, #= 5\ P A . NN D
%’ Prepend

3. Feedback-Driven Instance Improvement & Bias Rectification

Typical model predictions: <Feedback
Examples> Identify bias & generate 5 bias
mitigating/near-miss negative definitions

<Dialogue History>

Unlabeled Typical model predictions: <Feedback Examples>
Prob. Identify learnt patterns & bias. Generate extra 10
TantmT\o . - instances with different patterns & try to mitigate bias. B e T o @ @
competed in <L
Olympics in | ~F Patterns learnt: 1.direct competition participation; 2. ... 6 Negative Definitions 1@1
Seoul. Model and initial samples seem biased towards sports and - —
Pepi Schwaige competitive events, with less focus on cultural, academic, A Relation B defined by <N99 Definition>
competed in r : or non competitive participations. To address this: Generate 10 instances following -r.
: » = =)
a Sl ! D Neal Stephenson pd . . = - >
panelist in a discus Apple _I”C- unveiled its Bill Gates discussed global
B T e e e Fiction Conventiogy] latest iPhone at WWDC. &) = health initiatives at WEF held @@
e

in Davos. d h
& -



RePal.: Performance

Model . .DefOn-FewRel I?e;fOn-ReTACRED
Precision Recall F1 Precision Recall F1q
Fully-Supervised
ROBERTA NLI 77.34 99.06 85.89 77.61 08.35 86.03
Few-Shot
GPT-3.5ICL 46.65 72.86  54.97 40.28 64.55 48.72
Zero-Shot
RANDOM GUESS 7.14 49.76 12.49 9.10 50.02 15.37
GPT-3.5 50.79 69.76  54.23 49.58 38.48 42.52
ROBERTA NLI 39.67 94.34 49.40 26.94 97.55 40.64
ZS-BERT#* 41.00 40.51 40.73 20.20 17.70 18.81
RELATIONPROMPT#* 75.18 66.08 70.34 51.67 51.26 51.40
RELATIONPROMPT (NOGEN)* 0.00 0.00 0.00 2.98 0.83 125
RE-MATCHING* 76.47 71.80  74.05 54.43 50.22 52.16
REPAL (Ours) 78.19 82.25 77.93 68.47 80.52 68.42

Zero-shot models marked by * are trained on 61 seen relation instances from FewRel and require all negative
test relations to be known

Better overall performance against existing zero-shot methods

Larger margin for ReTACRED, which require transfer-learning based zero-shot models to generalize across

domains
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Event Extraction Overview

ad Events represent dynamic changes of state

d  While relation extraction involves two entities, events typically involve 4-5 entities
(agent, patient, instrument, time, location etc.)

d  The arguments of an event depend on the event type

d Event extraction is typically separated into 2 stages of event detection and argument
extraction

In May, after a 12-week trial, Tsarnaev [Killerlwas found guilty of killing[Life.Die] three peqple [Victim]
and injuring[Life.Injure] 264 in the April 15, 2013 bombing at the world-renowned race, whewe he, and
his brother, 26, set off[Conflict.Attack.DetonateExplode] two pressure-cooker bombs near the finish
line[Place].



LLMs for Event Extraction

aQ Generative language models are trained to predict the next token
Q |E tasks require translating text to structures
aQ How do we reconcile the difference?

Root
e ((Transport returned - <arg1> bought, sold, or traded <arg3> to <arg2> in exchange
Transport Arrest-Jail ~ (Artifact The man) for <arg4> for the benefit of <arg5> at <argé> place
(Destination Los Angeles)
'°‘“mm e | (Origin Mexico))
ArtifactD AW Origin Person Time (1?; rest-J ;}lll Capiur * Output Elliott bought, sold or traded truck to McVeigh in exchange for
¢ man 2€S If'Ta on | ] - erson e man .
Th s Theman pe-gay (Time Tuesday) $280.32 for the benefit of <arg> at body shop place
SR (Agent bounty hunters))
Linearized output Templated output

27
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Code Language Models for Event Extraction

The output structure of some NLP tasks (e.g., Event Argument Extraction) can be mapped to code in a more

straightforward way compared to natural language.

transport_event = Transport(
\

artifact=[ Transport
| PER("Kelly"), (Event Instance)
destination=|[ PER:Kellyagent
GPE("Seoul"), : ,_origin

] > Code destination

J
origin=

lgéPE["B PR GPE: Beijing

("Beijing"), GPE: Seoul
J| -
) y

Insight: Leverage such text-to-code capability of LLM to solve structured prediction problems in NLP
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Mapping Between Event Argument

Extraction and Programming Language

EAE task closely aligned with features of Python Programming Language.

Event Argument Extraction

Event / Entity Type
Transport, VEH

Hierarchical Events
Movement:Transport

Event Arguments
vehicle

Argument Constraint
Each argument can has multiple entities; Argument
vehicle should be entities of type VEH.

Weakly-supervised Information

Transport Event describes someone transporting
something in a vehicle from one place to another
place.

Programming Language (Python)

Class definition
class Transport, class VEH

Inheritance

Inheritance is a way to create a hierarchy of classes in PL. A child class can base
upon another class, retaining similar implementation.

class Transport(Movement)

Function arguments
def function(vehicle=...)

Type Annotation

Type annotations are used by developers to indicate the data types of variables and
input/outputs of functions.

def function(
vehicle: List[VEH] = [], ...

)

Docstring or Comments

class Transport(Movement):

self.agent transported self.artifact in self.vehicle vehicle from self.origin
place to self.destination place.

We can use
Inheritance to
represent
hierarchical event

yships

R

We can also leverage
type annotation to
annotate the entity
types accepted for

each argument
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How to Prompt LLM for EAE?

Each prompt has 3 components:
(1) Ontology context;
(2) K-shot examples for in-context learning

(3) Task prompt

from typing import List
class Entity:

def __init__ (self, name: str): Base Class
self.name = name o o4 e
class Event: Definition

def __init__(self, name: str):
self.name = name

class ORG(Entity):

class GPE(Entity):

"""Geopolitical entities such as countries, provinces,
states, cities, towns, etc. GPEs are composite entities,
consisting of ..."""

def __init__(self, name: str):

super().__init__(name=name)

de

Relevant Entity Definition(s)
Event Definition

(optional) k In-context Examples

Translate the following sentence into an instance of
Transport. The trigger word(s) of the event is marked
with **trigger word**. Trigger Marking

"Kelly , the US assistantysecretary for East Asia and
Pacific Affairs , **arrived** in Seoul from Beijing
Friday to brief Yoon , the foreign minister ."

transport_event = Transport(

Ontology
Context

Task
Prompt
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How does CodedStruct Perform on EAE?

50-shot Code4Struct rivals fully-supervised
approaches trained on 4,202 instances of the
training data

Model Data Arg-IF1 Arg-CFl

In 50-shot setting, it surpass current SOTA

by a large margin (20.8% absolute F1
CODE4STRUCT 50-shot* 62.0¢\58.\L

/ difference on Arg-C)
4\\

K 0-shot can already achieve higher Arg-|

performance than 50-shot DEGREE
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Is Code Prompt any better than Text Prompt?

To compare our code-based prompt with text-
style GPT-3 prompt, we design a text prompt
mimicking our code prompt.

We compare the performance of text prompt
and code prompt on GPT-3 (text-davinci-002)

and Codex (code-davinci-002) through OpenAl
API.

Description of base entity types:
GPE: Geopolitical entities such as countries, provinces, states, cities, towns,

etc. GPEs are composite entities, consisting of a physical location, a government,
and a population. All three of these elements must be present for an entity to be
tagged as a GPE. A GPE entity may be a single geopolitical entity or a

(other types omitted for space)

group.
(1) Entity Definition(s)

Role definition of event type Transport (Parent type: Movement):

1. agent (need to be one of GPE or ORG or PER)

2. artifact (need to be one of FAC or ORG or PER or VEH or WEA)

3. destination (need to be one of FAC or GPE or LOC)

4. origin (need to be one of FAC or GPE or LOC)

5. vehicle (need to be one of VEH)

Multiple entities can be extracted for the same role, each entity is a
double-quote enclosed string.

Each extracted entity should look like: (Base Entity Type) "content of extracted
string"

If entity is not present in the text, write: ()
Different entities are delimited by a comma.

In this event: [agent] transported [artifact] in [vehicle] vehicle from [origin]
place to [destination] place.

(2) Event Definition

Translate the following sentence into an instance of Transport event. The

Er1g§ Translate the following sentence into an instance of Transport event. The
Kel: trigger word(s) of the event is marked with **trigger word**.

Sundi vRenowned Hollywood madam Heidi Fleiss has been **flown** to Melbourne as
1. & guest of honour at Thursday's market debut and , according to Harris , has
2. a already played a key role in attracting worldwide media attention to the
3. de gyent .
4. 0l 3. agent: () ""
5. V€ 5 aprtifact: (PER) "Heidi Fleiss"

3. destination: (GPE) "Melbourne"

AT ¥origin: RO

5. vehicle: () "" (3) R In-context Examples

Translate the following sentence into an instance of Transport event. The trigger
word(s) of the event is marked with **trigger word**.

"Kelly , the US assistant secretary for East Asia and Pacific Affairs ,
**arrived** in Seoul from Beijing Friday to brief Yoon , the foreign minister ."
agent: () ""

artifact: (PER) "Kelly"

destination: (GPE) "Seoul"

Sgﬁi;é:(%’;Ez.. Beljing (4) Event Instantiation

Uil WN



Is Code Prompt any better than Text Prompt?

Our findings

(1) Codex + code outperforms all text prompts on Arg-C and Arg-C+E under few-shot settings. The
performance gap is most significant on Arg-C F1 (8.7% absolute F1 difference when compared to GPT-3 + text
prompt).

(2) Zero-shot code prompt underperforms text prompt on Arg-C for both Codex and GPT-3.

(3) GPT-3 + code prompt quickly catch-up with Codex + code prompt performance given adequate training

examples.
P Arg-1 F1 Arg-C F1 Arg-C+E F1

60.0 - ./9 s | /2 50 - . 3/3
s75] $ e/éf/ . 2 . 45 1 —

’ 7/. 50 4 .é./e = 40 - / /- ¢
55.0 ° ? o
525 f 45 + /./ 35 - /
50.01 @ 40 , s0¢f
47.5-,’ 359 2511

01 5 10 20 01 5 10 20 01 5 10 20
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—e— GPT-3 + text prompt
GPT-3 + code prompt

Number of In-context Examples (k-shot)

—e— Codex + text prompt
—e— (Codex + code prompt




35

Putting it all together

~

-

Multilingual j
Multimedia E
Document Clusters -\ Weak Supervision
. Trigger Argument —> Eve:: :\- Iel.‘::'llent
Machere ':[ Fine_graine - j | Labeling Labeling Extrarcgtion
v Translation ' | Entity Extraction

Visu

Historical
News

Schema

. y

v

WIKIDATA

Spanish
OnelE

Cross-document Cross-lingual
> Coreference Resolution and

—»L Temporal Ordering
Qnode Linking '

Final output

Cross-media Matching
and Enrichment

Schema Matching

Induction

Schema
Curation

Schema
Library

«

—

v

and Prediction

~
—
J

9"
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Outline

d Syntactic and Semantic Parse Graphs

A Information Extraction Graphs

Q Procedure and Schema Graphs @
O Procedure graph induction through multimodal alignment
d  Schema graph induction from data
d Schema graph construction from LLMs

ad Belief and Reasoning Graphs
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Procedure Graphs

ad A procedure consists of a goal and a

sequence of steps that can be carried

out to achieve the goal.

d Each node in this graph is a step (short

phrase or sentence)

Goal
[ . |
Method 1 Method 2 Method 3
Trick or Treating Safely Giving out Candy At-Home Activities

Step 1
Step 2
Step 3

Wear a face mask when you go
trick-or- treatmg

Step 1 Step 1
Step 2 Step 2
Step 3 Step 3

Place your candy in goodie bags so
each child gets theu' own treat.

i

Pre-cook 3 whole eggs

|

Chop up some green onions .

|

Heat the wok for 3 minutes .

|

Put in cold rice and cook
3min

|

Add a touch of salt

|
|

Put in the cooked eggs

|

Add green onions

|

Mix well and serve

wiki

0.27

. Pre-cook some eggs <«——> Cut some green onions

0.25

\o.szv—o.«;—/
Heat the wok with oil until hot

0.79
Cook cold rice in the wok for

3min

I
0.65
\4

Add some salt —
| v
0.48

|
0.37
Put in cooked eggs <«

|
0.72
A\

Add chopped green onions

|
0.75
A4

Mix well and serve

Non-sequential Graph Script



Procedure Graph Induction by Multimodal Alignment

Task Name: Make BLT Sandwich
v
Keyword Matching

v
S-BERT Similarity

Make a BLT Sandwich1 Make a BLT Sandwich2
1. Cook the bacon. 1. Brush some butter on bread.
2. Put cooked bacon on bread. 2. Add a few avocado slices.
...... 3. Add a spritz of lemon juice.
5.Add some lettuce. || ...

6. Place the second piece of 6. Sprinkle some Swiss cheese
bread on top of your sandwich. 7. Add your final piece of bread

Make a Breakfast Sandwich

1. Add your spreads (such as

" " EEn
mayo) to a large square slice of
bread

2. Slice some tomatoes.
3. Add some lettuce on top.

\._ RegexParsing

Text Simplification
v

. Remove Duplicate /

WikiHow Step Library

- add a few avocado slices

- brush some butter on bread

- add mayo to a slice of bread

- add some tomato slices

- add the final piece of bread
\ add some cheese

- slice some tomatoes

- cook the bacon

- add some lemon juice
- add the bacon

- add some lettuce

Example Grounded Sequence from a Labelled Video

L

_J

Labelled
Video
Step " cook the “put mayo on  "put the cooked "put some tomato "put some "put some lettuce "cover it with another
Annotations bacon in a pan" bread" bacon on it" slices on top" avocado on top" on top too" piece of bread"
v \4 v \ 4 v ¥
Grounded cook the | 5 add the bacon—»  2dd some add a few add some __JEEERUERIE]
Sequence bacon tomato slices avocado slices lettuce piece of bread
J
Example Grounded Sequence from a Unlabelled Video
— - -
s f LJ &
Unlabelled @
Video ‘ ‘ -
= g/ = _
"smoking ribs  "got pack thick  "got local grown “cajun seasoning = e “thick cut bacon "one more
fottow-channet” cut hickory green tomatoes low sodium "assembling blt bacon grill" ingredient”
smoked bacon™ slice discard" version" bacon lettuce
ASR "taking break tomato correct" "bacon grill grill "ingredient cap
Narrations hotdog series”  "get this going"  "end go quarter "seasoned flavor enhance” bad boy blit"
inch thick" bread little flip "using romaine
"inspired "got my bacon exact" hearts lay light"  "plenty bacon little  “ingredient cap
episode" fried" "local bought" ... problem" bread"
______ Vil \/ ¥ ; ¥ 7 y
Grounded : ] cook the slice some add some add the add the final
i Removed | —>
Sequence : ' bacon tomatoes lettuce bacon piece of bread

Two-level alignment on the task-level and the step-level.

38
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Procedure Graph Learning

O Besides the positive sequences from multimodal alignment, we also generate negative
sequences by random selection, shuffling and swapping positive sequences for

contrastive learning

WikiHow Step Library

- add a few avocado slices - slice some tomatoes
- brush some butter on bread - cook the bacon
dd mayo to a slice of bread - add some lemon juice
- add some tomato slices - add the bacon
- add the final piece of bread - add some lettuce
& add some cheese -+

A Shuffle y
\

\ Concatenate w/ SEP token /
v

Input Step Library:
add some lettuce <-> add the final piece of bread <->
cook the bacon <-> add some lemon juice <-> cook the
bacon <> add some lemon juice <-> cook the bacon
<-> add may li f bread <-> add some cheese
<> brush some butter on bread <>

Example Grounded Sequence from a Video

cook the bacon —» slcosoiie S —»add some lettuce —> add the bacon —> edd o fin
tomatoes piece of bread

\Concatenate w/ SEP token /

v

Target Output Sequences
cook the bacon <-> slice some tomatoes <-> mayo to a slice 1l <-> add some lettuce <-> add the
bacon <-> add the final piece of bread <->

Contrastive Output Sequences:

Re-sample: slice some tomatoes <-> add some lettuce <-> add the bacon <-> add some lemon juice <-> add

some cheese <-> cook the bacon <->
Shuffle: add mayo of bread <-> add some lettuce <-> add your bacon <-> add the final piece of
bread <-> cook the bacon <-> add a few avocado slices <-> add some tomato slices <->

Cut-&-Swap: add some lettuce <-> add the bacon <-> add the fmal piece of bread <-> cook the bacon <-> slice

some tomatoes <-> :
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Procedure Graph Construction

ad After training the path generation model, we can reconstruct the procedure graph by

sampling a large number of paths to estimate the adjacency matrix

-

Model Generated Sequences for Task: Make Lemonade B (1). cut the lemons
into halves
(2). squeeze the (3). transfer the . (6). stir the |
(1)- ic.;‘t::)t::hlzgons —>lemon to get most of —>» lemon juice intoa —» (sir)m't:cti:elﬁi:ttbrzs —>» lemonade with a —>(7)‘ F:::;’(: Iei:s(;nade 0.8
the juice out large pincher large spoon 9

(1). cut the lemons
into halves

(1)- cut the lemons
into halves

(2). squeeze the
—>lemon to get most of —>
the juice out

(2). squeeze the
—>»lemon to get most of —>»
the juice out

(4). add sugar to
the lemon juice

(4). add sugarto

the lemon juice

—>» lemonade witha —>»

(5). add ice cubes

(6). stir the (7). pour lemonade

into glass
large spoon

(6). stir the

into the mixture large spoon

—>» lemonade witha —>»

(7). pour lemonade

into glass

(2). squeeze the
lemon to get most of
the juice out

\

0.7

N
(3). transfer the
lemon juice into a

Step-Adjacency Matrix

Generated Sequential Step Paths B 1123 /4 |5)|6 |7
- 1| |oglo|o|o]|o]o
o /0 PN \ Y O\
W23 —=>8)>6)—>1) 2 [ o 0.7 015 0 | 0 |o-65
3|00 0.210.45/0.2 | 0
N Von N o =
(1) —>(2)—>(a)>(6)—>(7) ;
NUZng\ <D Y 4 | 0|0 [605 . 0.25(0.25/ 0
7 o N2 5 (0|00 |02 |04]0
KDHQ\Z m@ﬂksjﬂks\/H@ = S
‘ - - - - 6|0 |01e05 0|0 |07
z|o|o|o|o0lees5 0|
J

0.15
large pincher
0 2/ \
) : 0.45
/ 2|

(4). add sugar to 0.25 (5). add ice cubes (o
the lemon juice 0.2 into the mixture
7~
0.4
025 (6). siir the
lemonade with a
large lspoon
0.7
\4
(7). pour lemonade
into glass

Output Graph Script: Make Lemonade
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Procedure Graph Results

Next Step Prediction Partial Sequence Completion

Model HTIOOM | Acc@1 Acc@3 Rec@3 F @3 | Acc@1 Edit Normalized

0 0 0 0 0 Dist. |  Edit Dist. |
TimeSformer+DS X 59.91 60.82 52.98 43.83 - - -
Random X 31.34 50.32 28.84 38.04 1.20 2.398 .6935
wikiHow Linear X 44.05 59.51 54.02 42.14 11.74 1.872 .6061
ReBART X 49.07 58.00 61.39 44 .38 18.28 1.802 4411
Direct NSP (Grounding) X 68.89 63.02 79.01 53.85 - - -
Direct PSC (Grounding) X - - - - 29.17 1.214 4118
Ours (Grounding) X 75.59 67.50 83.17 58.29 20.12 1.639 4296
Ours (Grounding) v 70.97 74.68 74.14 61.52 29.34 1.193 4093
Ours (Grounding + PLC) X 75.49 71.89 72.51 58.48 26.70 1.228 4267
Ours (Grounding + PLC) v 76.09 73.72 78.22 61.90 32.08 1.123 3849

Ours > wikiHow Linear: By utilizing graph representations, we can achieve much better prediction

performance

Pre-training on HowTo100M Videos helps

The contrastive objective (PLC) helps with the partial sequence completion task
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Event Graphs

Complex event: A collection of atomic
events, their participants and relations.

Generally corresponds to a “news story”.

Nodes

- Events
- Entities

Coreferential events (entities) are
merged into a single node.

Edges

- Event-entity argument edges
- Entity-entity relation edges
- Event-event temporal edges

recepfient

Transpo
recepient a t
S

\M
VEH =

ORG

institute

FAC

located i

ace

instrument

Detonate
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From Event Graph to Event $chema

d Original definition: “Structure for defining the appropriate sequence of
events in a context” (Schank and Abelson 1977)

ad A more modern interpretation: “Model for defining the probable
sequence of events in a context” (Weber et al. 2018)
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Generative Event Graph Model

p(Gi|G<;) = plei|G<i) H p({e:, aj,v;)|es, aj)

a;jcA(e;)
Hp(('z;j,". Mvsi, vi) Hp ei,erleier). (1)
v€G < e €Gqi

- Step 1.
Event Node Generation
- Step 2.
Message Passing
- Step 3.
Argument Node Generation
- Step 4.
Relation Edge Generation
- Step 5.
Temporal Edge Generation

Existing Graph

PER

Attacker Loj\/lcnm
/ac/ PER
Target

Attack

(3) Coreferential Argument Generation

vocab C
PER (entity types):
"Tmm- e existing nodes b
Die -
Attacker LOC V|Ct|m

Detdinee
PER
Target

 Attack rest
ailor
PE Plac GPE
------- Temporal Ordering == ===

. Attack

" | Attack

(1) Event Generation
PER
Dle

Att cker V|ct|m

Detainee
PER
Target

Arrest

ailor Plac

PER

Arrest
ailor
PE Plac GPE
"""" Temporal Ordering====~-->»

'Die

Detdinee

/ -
Target

Attack




Intrinsic Evaluation

Q Schema Matching Evaluation: We compare the generated schemas with the ground truth
schemas based on the overlap between them.

O Instance Graph Perplexity Evaluation: We compute perplexity by predicting the instance
graphs in the test set.

Event  Ordering Sequence Match Connection Event Full
Dataset Models . .
Match Match ] =3 /=5 ]=7 Match Perplexity Perplexity
“Eﬂﬁf. Language 0392 0578 0397 0239 0.132 i i i
N f‘m‘;z”t'a' Pattern 0371 0567 0412 0236 0097  0.314 : :
Event Graph Model  0.451 0.612 0.479 0.298 0.181 0.391 1.104 3.798
w/o Argument 0.423 0.601 0469 0.271 0173 - 1.982 -
“Eﬂﬁ‘:. Language 0.701 0.815 0679 0417 0.301 i i i
ED f‘m‘;z”t'a' Patiem 0703 0810 0687 0421 0207 0517 : :
Event Graph Model ~ 0.812 0.881 0.718 0.432 0.321 0.567 0.585 2.307
w/o Argument 0.803 0.872 0.712 0422 0.309 - 0.956 -
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Extrinsic Evaluation

- Schema-guided Event Prediction: The task aims to predict ending events of each graph.
- Considering that there can be multiple ending events in one instance graph, we rank event type
prediction scores and adopt MRR and HITS@1 as evaluation metrics.

Broadcast

Die Attack
Attack

Attack Detonate o Do
Explode e

Contact
Injure

Injure Die ImpedelnterfereWith

Event Prediction

FireExplosion !
: Die

' Human : .
" Schema TrialHearing .
‘ Transportation :
Sentence

Broadcast

Graph
. Temporal
: Schema

Injure
Attack
Broadcast

Arrest

_____________________________

| Dataset

General
47

Models | Dataset

Human Schema
Event Graph Model

MRR HITS@1
0.173  0.205
0.401  0.520

IED

Models
Human Schema
Event Graph Model

MRR

0.072
0.223

HITS@1

0.222
0.691



Schemas as Event-Related Commonsense Knowledge

O Event schemas can be viewed as structured
commonsense knowledge about a given scenario

48

We can probe such commonsense knowledge from

an LLM

O Open-Domain: our model can induce
schemas for any scenario given the
scenario name.

O Extensible: our paradigm can support
new event-event relations by adding
new prompt templates.

O Interpretable: by representing events
with sentences, human assessors
consider our schemas to be more
readable than prior approaches.

IE System Instance Graphs
ll
Entity Extraction Event Extraction o-0-0
Relati — Kk«
Coreference Sacon >@
A Extraction

/
/
/
f/;
Al/

Graph Learning
Documents Model

| l

Incremental prompting & Schema Graph

\ verification
o000

\__ Large Language
' Model " & @




IncSchema Framework

Chapter Structure
™ Skeleton Construction —»  Event Expansion ——» Relation Verification

I

0600 600 ¢taits

Round 1: Get the main Round 2: For each Round 3: Verification of
events of a scenario. event, expand to temporal and hierarchical
connected events. edges

Scenario Name
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Retrieval-Augmented Prompting

When humans curate schemas, they often refer to related news articles or Wikipedia

Whenever our prompt is related to an event, we simulate this process by using the GPT3-
generated event description to retrieved related passages to serve as extra context to the
language model

O To encourage the model to output a general answer, we retrieve 3 passages per prompt
using a pretrained TCT-ColBERT model.

O Retrieving multiple passage (ideally about different instances) is important for guiding the
model to produce a generalized answer.

Retrieval-Augmented Prompt

Based on the following passages
{retrieved passages},

{prompt}
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Question Decomposition for Relations

Q Instead of directly asking for “Does event A happen before event B?”, we ask 3

qguestions about start time, end time and duration.

A This allows us to avoid conflicting hierarchical and temporal relations since the

hierarchical relation can be defined as spatial-temporal containment.

Relation | Allen’s base relations e1 starts before e2? | e1 ends before e2? |  Duration

e < ey e, precedes ez, €, meets es Yes Yes -

e > e e1 is preceded by ez, e1 is met by ez No No -

e1 C e2 e1 starts e2, e1 during e2, e finishes ez No Yes d(e1) < d(ez2)
e1 D ez | e is started by e2, e1 contains ez, e is finished by e Yes No d(e1) > d(e2)
er || e2 e1 overlaps with ez, e is equal to e2 Yes No d(e1) < d(ez2)
e1 || e2 e1 is overlapped by e2 No Yes d(e1) > d(ez2)
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Main Result: Hierarchical Schema Quality

Schema Quality Evaluation

60

Event F1

B GPT-DOT B IncSchema

Temporal F1

Hierarchical F1

The baseline GPT-DOT, directly asks GPT3
to output a linearized graph format of the
final schema given some in-context
examples.

Compared to our model, GPT-DOT
generates much fewer events (10.11
events for GPT-DOT VS 52.6 events on
ODIN) which leads to high precision but
low recall.

GPT-DOT struggles with hierarchical
relations, especially when hierarchical
relations co-exist with temporal relations.



53

Interpretability Evaluation Results

Model | Coveraget Len(words)T Time(mins)|
Double-GAE 79.8 9.62 0.998
INCPROMPT 89.7 15.53 1.137

@ Human assessors are able to compose a longer
story with better event coverage using our
schema while taking roughly the same amount
of time.

O Human assessors rate our event descriptions
and event names to be very helpful (>4.5 score)
and our schemas are easier to understand
compared to the baseline.

Likert scale scores

4.47457 4.50

=y

w

N

4.64 4.57
3.6
1
0.0

0
Desc Name Relevance  Ordering Readability

53
Double-GAE's scores are
shown in red and our model’s
scores are shown in blue.
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Outline

C O 0O O

Syntactic and Semantic Parse Graphs
Information Extraction Graphs
Procedure and Schema Graphs

Belief and Reasoning Graphs @
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Explanation Graphs

d

d

Given a belief and an
argument, predict the stance
of the belief and the
reasoning process

The reasoning process can be
represented as a graph of
concepts and their relations

Belief: Children should be able to consent to
cosmetic surgery.

Argument: Children do not have the mental
capacity to understand the consequences of
medical decisions.

Stance: Counter

Belief: Factory farming should not
be banned.

Argument: Factory farming feeds
millions.

Stance: Support

Children
Factory -
: Millions
| Farming
has property | c%
== = . L. desires
\,Still Developin;\ SEHIIE nas epmiext |, F d\ )
St Beveloping Surgery -
- am - - ’
bleof,” T~ has property .~ 7 T ~_ hascontext
not capable of » Important \)(/ \l\ieSeSSfrx <
« Decision T
~ o not desires
-~ 1 ==
capable of '
:
Consequences
Both Beliefand ¢~ > Commonsense Only Belief Only Argument
Argument - Concept Concept Concept




Generating ExplaGraphs with Code LLMs

d The task of generating an ExplaGraph can be converted into generating a piece of
code with a list of add edge function calls.

ad By using this formulation, few-shot CoCoGen outperforms fine-tuned T5 across all

metrics.

T Millions >
. ~
Farming causes ?
|

has context desires

. \i

Necessary - Food
- -|- -=="" has context

Ce--

not desires

v
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class ExplanationDAG:

def _ init_ (self):
belief = "factory f 1ing
banned."
argument = "Factory farming
stance = "support"
# _:qw'
begin = ["factory 1ing
add_edge("factory 1ing
add_edge("factory 1ing
"necessary")
add_edge("food", onte
add Dl'@("xece55dLy", "ne
add_edge("millions", "desi

StCA (1) SeCA(T) G-BS(T)

fine-tuned TS5 (150) 12.56 6.03 9.54
TS5 (1500) 38.19 21.86 29.37

TS5 (2500) 43.22 29.65 33.71

CURIE (30) 5.03 1.26 3.95

few-shot  DAVINCI (30) 23.62 10.80 18.46
CoCoGEN (30) 45.20 23.74 34.68




Entailment Trees

0 Entailment tree: a tree of Question: How might eruptions affect plants?

multi-premise entailment Answer: They can cause plants to die
t f facts that Hypothesis
SLEPS Trom Tacts . at are . [H (hypot): Eruptions can cause plants to die ]
known, through intermediate Text
conclu5|ons, to the sent1: erupt!ons emit lava.
) ] sent2: eruptions produce ash clouds.
hypothesis of interest sent3: plants have green leaves.
sent4: producers will die without sunlight

\sent5: ash blocks sunlight.

Entailment Tree v

[H (hypot): Eruptions can cause plants to die ]

R
[sent4: producers wiII]

[ int1: Eruptions block sunlight. | die without sunlight

[sentZ: eruptions i] : \

produce ash cloud sent5: ash blocks sunlight. )

57



Improving LLM Reasoning with Recursive Prompting

d Induce a tree of explanations recursively by prompting the LM with “X is true,
because...”
ad Compute the belief (X is true) for each statement and the consistency (can X and Y
both be true) between every two statements
a Solve the truth values of the statements using a MAX-SAT solver
Q : War cannot have a tie? o Widthwisespanning
0 t 0 Max-SAT Solver
‘=" War cannot have a tie? True, because e
{z In a context of war, there's always a victor and False, because -g Entai'ls.-'" W(EF): 0.5, E, : False
a loser. ’ s beca“x g o~ w(Erp): 0.98 ET . Tfue
................ E; Ep & wmp Ep s EF —) F
% In a context of war, there's always a victor and False, because  Logically Integral ‘g A\ ) ;: “ W(Ey — 0):1.00, Epp: True
a loser? False, because S Contradic{"-__". w(Ep — =Q): 1.00, Q - False
There can be cases where the loser is not clear. 3 AV
fessnuneessteseststeeeanrresessssanns Exrg ' Ep
Logically Integral
| | I |
Maieutic tree generation Defining the relations Inference

58
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From Chain-of-Thought to Tree-of-Thought

d Compared to the commonly-used CoT, ToT explores multiple possibilities, evaluates
the intermediate output and picks the best move forward. If all possibilities are
bad, the model backtracks to the last state.

.

4 N
l )
\Output”_—_ )

7~ ™~
Input " Input /,ﬁl
T —N
[ ,//¢ .
| ] |
{f | ' ..... l . l
...... L [ ] ‘ ,
| ee®c
- - \v/-_ - EA:ajority vote
<~ \Output—_"_\/"' <..____OUtpu_t___,>

(a) Input-Output (c) Chain of Thought  (c) Self Consistency

Prompting (10)

Prompting (CoT)

with CoT (CoT-SC)

(d) Tree of Thoughts (ToT)
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Tree-of-Thought Example

Task: Game of 24 is a mathematical reasoning challenge, where the goal is to use 4
numbers and basic arithmetic operations (+-*/) to obtain 24.
The LLM is used for generating the possible next step and also evaluating the current
solution.
Input: 491013 ( ( A
—————— - ———— - | (a) Propose Prompt | Thought Generation
- = o sxn =) g ) 4+9=13 (lefc 1013 13)
Ve e Inqu:491013 | —’ IM — 10-4=6(left: 6913
------ e BB Possible next steps: )
.
13-6=7 s o g (b) Value Prompt Thought Evaluation
(left: 7 9) Evaluate if given numbers can R ““(13 -10)*13=3*13=39
B reach 24 (sure/likely/impossible) - 2
= i — 1014:10 + 14 = 24. sure 4| IM et 10 + 13 - 13= 3§ There is l.'lO way
4+6=10 "6=24 " ) to obtain 24 with these big
lleft:10} 101313 numbers. impossible
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Named Entity Recognition (NER)

ad A named entity typically refers to a sequence of words that correspond to a specific
entity in the real world (i.e., an entity with a name) (e.g., “Bill Clinton”)

QO Named-entity recognition (NER) seeks to locate and classify named entities in text
into pre-defined categories

d Given a sentence, NER is to first segment which words are part of entities, and then
classify each entity by type (person, organization, location, and so on)

d Example

d Input: Jim bought 300 shares of Acme Corp. in 2006
A Output: [Jim]pe,s0, bought 300 shares of [Acme Corp.]oganization IN [2006]1ime
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ALIGNIE (Automatic Label Interpretation and Generating New
Instance for Entity typing)

Hierarchical
Type Labels
’
/
/
Level 1 [IOrganization ]
3 newspaper
/\ \\ radio
Lever2 | /Organization magazine
/Media | ~ - 7
\ \
college
/Organization school
rovel2 /Education university

Entity Type Interpreter

(Left): With a given type label
hierarchy, an entity type interpretation
module relates all the words in the
vocabulary with the label hierarchy by
a correlation matrix.

prediction over labels prediction over vocabulary New instances: prediction over vocabulary
newspaper The Washington Post Post
China D:uly Multi-token
e T CNN JDecoding,
S
Vi r
|y| D— MLM » © masked token embec-idmgs . [ MLM ]
., Matrix U .(.)- otherfoken ombendings
augmentatlons
v 00 b $d 4.
A Fyftd
Pretrained Language Model Pretrained Language Model
t : !
New York Times reporter Jayson wrote ... . ¥ New York Times reporter Jayson wrote ... .
New York Times is a [MASK] . New York Times, as well as [MASK] .. [MASK],
is a newspaper.
Entity Type Classifier Contextualized Instance Generator

(Middle): An entity typing classifier
maps the word probability at the
[MASK] position to type probability
using the correlation matrix.

(Right): A type-based contextualized
instance generator uses an entity
mention and its predicted type to
construct a template for new instance
generation to augment the training set.
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PLM-based Instance Generator

Q E.g., a newspaper entity “New York Times” I:>more newspaper names

Generation Template :

[Context]. New York Times, as well as [MASK] [MASK] [MASK], is a newspaper.

Entity Mention Predicted by
Entity Type

Classifier

# ranges from
1 to the length of original
entity mention
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Multi-Token Instance Generation

ad We randomly choose one [MASK] token at each step, and sample

from its output token probability to fill in a word.

New York Times, as well as the1 [MASK] [MASK]is a newspaper.
New York Times, as well as the; Washington, [MASK]is a newspaper.
New York Times, as well as the; Washington, Post;is a hewspaper.

| m|

Score(m) = Z log(s;)
i=1

E.g.

The conditional probability
at each step

The next blank to be filled
in is randomly selected,
therefore the order is not
always from left to right.




Generated New instances based on predicted types
of example entities

aQ Multi-token instances

Generation from multi-token entities
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Context & entity mention MLM predicted type Generated new instances
The album also included the song “Vivir Lo Nuestro,” ) Be?fonce, Jennifer Lopez’
2 duet with Mare Anthon singer Rihanna, Taylor Swift,
y: Lady Gaga, Michael Jackson, ...
Warner Brothers, Paramount Pictures ,
The film was released on August 9, 1925, by Universal Pictures. company Columbia Pictures, Lucasfilm,
Hollywood Pictures, ...
B o T il e e 0 g o ot Word, v Sos e,
y y P park Shanghai Disney World ,

Universal Studios Japan, while Lotte World attracted 5.5 million
guests to land in fifth place.

Orlando Universal Studios, ...

The site of Drake’s landing as officially
recognised by the U.S. Department of the Interior
and other agencies is Drake’s Cove.

government agency

the Department of Homeland Security,
the Bureau of Land Management,
the Federal Bureau of Investigation,
the United States Forest Service,
the National Institutes of Health, ...

Pikmin also make a cameo during the process
of transferring downloadable content from a Nintendo DSi
to a 3DS, with various types of Pikmin carrying the data over.

handheld

3DS, 2DS,
Wii U, Nintendo Switch,
the PSP, PlayStation Vita, ...
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Main Results

Method OntoNotes BBN Few-NERD

(Acc.) (Micro-F1) (Macro-F1) (Acc.) (Micro-F1) (Macro-F1) (Acc.) (Micro-F1) (Macro-F1)
5-Shot Setting
Fine-tuning 28.60 50.70 51.60 51.03 60.03 58.22 36.09 48.56 48.56
Prompt-based MLM 32.62 60.97 61.82 67.00 75.23 73.55 44.69 59.24 59.24
PLET 48.57 70.63 75.43 71.23 79.22 78.93 56.94 68.81 68.81
ALIGNIE (- hierarchical reg.) 52.74 77.55 79.72 72.15 80.35 80.40 59.01 70.91 70.91
ALIGNIE (- new instances) 51.10 72.91 76.88 73.50 81.62 81.31 57.41 69.47 69.47
ALIGNIE 53.37 77.21 30.68 75.44 82.20 82.30 59.72 71.90 71.90
Fully Supervised Setting
Fine-tuning 56.70 75.21 78.86 78.06 82.39 82.60 79.75 85.74 85.74
Prompt-based MLM 55.18 74.57 77.47 77.10 81.77 82.05 77.38 85.22 85.22

QO Prompt-based results have higher performance than vanilla fine-tuning in few-shot
settings. In fully supervised settings, however, fine-tuning performs a little better than

Q

prompt-based MLM.

ALIGNIE can even outperform fully supervised setting on OntoNotes and BBN, but
cannot on Few-NERD. This is because the training set of OntoNotes and BBN are
automatically inferred from external knowledge bases, and can contain much noise.



Schema Induction Dataset

- |ED Scenario-aware Instance Graph Construction
- Scenario-aware data collection based on Wikipedia: For each scenario, we find the

associated Wikipedia category, and we collect the major events under it. For each major
event, we crawl the reference news articles as input news articles.

- Instance graph construction: We order events using temporal relations, and ignore events
that are not connected to other events.

Dataset  Split # Document # Event #Argument  # Relation
Train 383 60,40 10,720 6,858

General Dev 72 1,044 1,762 1,112
Test 83 1,211 2,112 1,363
Train 5,247 4,1672 136,894 122,846

IED Dev 575 4,661 15,404 13,320
Test 577 5,089 16,721 14,054




