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Summary: bridging Text data and Graph data

q Leverage the Power of (Large) Language Models to Transform Unstructured Text into 

Graphs for Knowledge Discovery

q Mining Graphs with LLMs

q LLM-based Graph Reasoning

q Joint Graph/Text Representation Learning and Generation

q Text Mining with Structure-information

q Classification/QA/Pretraining with Structured Information

q Still a lot of work to do on the topic of “LLMs on graphs”
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Future Directions

q Better Benchmark Datasets

q More diverse datasets from multiple domains are needed (e.g., legal and healthcare).

Jin, et al. Large Language Model on Graphs: A Comprehensive Survey. Arxiv. 2023.12.
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Future Directions

q Multi-Modal Learning on Graphs with Vision-Language Models

q Multi-Modal data (e.g., image, text, audio, etc) are linked as a graph.

Song, et al. How to Bridge the Gap between Modalities: A Comprehensive Survey on Multimodal Large Language Model. Arxiv. 2023.11.
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Future Directions

q LLM Agent on Graphs

Xi, et al. The Rise and Potential of Large Language Model Based Agent: A Survey. Arxiv. 2023.9.

Graphs as the Environment;
LLMs as the agents
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More Resources and Future Directions

q A survey paper of LLM & graphs q A resource repo of LLM & graphs

paper repo

Jin, et al. Large Language Model on Graphs: A Comprehensive Survey. Arxiv. 2023.12.
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